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Baidu can clone your voice after hearing just a minute of audio

Baidu is building on its Deep Voice engine
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By Edd Gent

Chinese search giant Baidu says it can create a copy of someone's voice using neural networks – and all that's needed to work from is less than a minute's worth of audio of the person talking.
Baidu researchers say the technology could create digital duplicate voices for people who have lost the ability to talk. It could also be used to personalise digital assistants, video game characters or automatic speech translation services.

“A mum could easily configure an audio-book reader with her own voice to read bedtime stories for her kids,” says Sercan Arik at Baidu Research, who led the work.

Voice cloning technology has improved rapidly in recent years. In 2016 Adobe released VoCo, which could mimic someone’s voice using 20 minutes of audio. Last year, Canadian start-up Lyrebird released a service letting anyone create a digital copy of their voice based on 1 minute of audio.

**Digital mimic**

Baidu’s research builds on its text-to-speech synthesis system Deep Voice, which was trained on more than 800 hours of audio from 2400 speakers. It builds a model of human speech by learning what sounds go with what text and also learns the idiosyncrasies of each speaker it was trained on.

Now new software is able to synthesise a copy of a voice based on just hearing snatches of the original. The best version needed 100 snippets, each no more than 5 seconds long, the Baidu team says. But one trained on just 10 snippets performed well enough to dupe a voice recognition system more than 95 per cent of the time, and human evaluators gave it 3.16 out of 4 for mimickry.

The output is still not totally indistinguishable from the human voice, says Arik, “but it does show a very fundamental breakthrough in that direction”. You can listen to the voices [here](https://www.newscientist.com/article/2162177-baidu-can-clone-your-voice-after-hearing-just-a-minute-of-audio-amp/).
But while biometric systems can be improved, our own ability to detect fakes can’t. This raises the spectre of voice synthesis systems aping someone’s voice to commit fraud or sparking fake news by doctoring a politician’s speech.

“Humans will over time become even more vulnerable to such attacks,” says Saxena.
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